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摘  要：人工智能驱动的科学研究（AI4S）正催生新型的知识权力，一方面体现为“算力霸权”，即

大型云平台等“硬”基础设施通过“黑箱”特性和API锁定，对科学实践施加技术规训，催生新的技术依

赖；另一方面表现为“围墙花园”，即科技巨头利用基础模型构建“软”平台生态，将开放的知识资源“圈

占”为付费服务，侵蚀科学的公共属性。两种权力形态共同作用，既侵蚀科学自主性与知识公共性，又

削弱了以默顿规范为代表的科学规范。清醒地认识到这种新兴知识权力的形态和运作机制，有助于在新

权力格局中重构科学的公共性。
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Abstract: Artificial Intelligence for Science (AI4S) is giving rise to a new form of knowledge power. On 
the one hand, it is embodied as “computing power hegemony,” whereby “hard” infrastructure, such as large cloud 
platforms, imposes a technological discipline on scientific practice through their “black box” nature and API lock-
in, fostering new technological dependencies. On the other hand, it manifests itself as a “walled garden”, whereby 
tech giants leverage foundational models to construct “soft” platform ecosystems, enclosing open knowledge 
resources as paid services and eroding the public nature of science. These two forms of power reinforce each other, 
simultaneously undermining scientific autonomy and the public character of knowledge while weakening scientific 
norms represented by Mertonian norms. A clear understanding of the forms and operational mechanisms of this 
emerging knowledge power will help reconstruct the public nature of science within this new power landscape.
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人工智能驱动的科学研究（AI for Science, 
AI4S）重塑着科学知识的生产图景。在这场由

算法引领的变革背后，一个比效率提升更为关

键的变迁正在发生，即权力的转移与重构。当

支撑这场革命的算力、数据和算法日益被科技

巨头和国家力量控制，我们需要思考的是，这

种控制是否会转化为新型的知识权力？新权力

又将如何挑战科学的协作模式与公共性理想？

一般而言，传统的科学权威根植于全球科

学家共同体，依赖同行评议与社群共识维系其

相对自主性。然而，AI4S 正将一种外部力量引

入科学知识生产的核心地带。这种力量并非总

是以强制或压迫的面目出现，反而以“赋能”

和“提效”的温和方式，通过技术规训、产

权控制等机制重塑着科学的内在结构与外部关

系。
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本文的论证将从四个相互关联的层面展

开。第一节聚焦于“硬”基础设施如何实现“算

力霸权”，进而规训科学家的研究实践。第二

节转向“软”平台生态，剖析科技巨头如何构

建“围墙花园”来圈占开放的知识资源，侵蚀

科学的公共属性。第三节将讨论新权力对科学

的核心价值与规范所产生的冲击。第四节为治

理路径的探索。

一、算力霸权：
作为规训力量的基础设施

对于计算密集型的现代科学，算力是驱动

AI 模型的物理引擎，对其的控制构成了新型知

识权力的物质基础。现代 AI 所依赖的高性能计

算资源已演变为一种庞大、复杂且不透明的基

础设施（infrastructure），它通过系统级的“黑箱”

状态对科学实践行使渗透性的规训权力，催生

技术依赖的同时重塑着科学家与“生产工具”

之间的关系。

1. 算力基础设施的集中化与“黑箱”特性

计算科学兴起之初，科学家的计算环境是

透明可控的，其对计算工具拥有完全的自主权。

随着算力需求激增，尤其在 AI4S 时代，科学研

究逐渐转向大型云平台与超算中心。这些“超

级工厂”成为了电力网之类的基础设施，为科

学知识的生产提供着基础性的动力和通道。[1]

对于用户而言，这些庞大基础设施最显著的特

性便是“黑箱化”。此处的“黑箱”并非 AI 算

法的不可解释性，而是指算力基础设施运作的

不透明。

这种“黑箱”是多层次的：在物理与硬件

层面，专有芯片、高速互联技术与复杂的物理

布局对用户完全不可见；在软件与虚拟化层面，

从底层驱动到复杂的资源调度系统构成了科

学家无法完全理解和干预的软件栈 （Software 
Stack）。[2] 在此之上，还覆盖着一层由商业策

略和法律条款构成的运营“黑箱”，直接关系

到研究成本、数据安全和法律责任。这种多层

次的“不可见性”使科学家丧失了对研究环境

的直接掌控，只能通过平台提供的有限接口

（Application Programming Interface, API）与之

互动。这种信息和控制上的严重不对称，构成

了算力基础设施实施规训的技术前提。

2. 技术依赖及其对科学实践的规训

斯达（Susan Star）曾指出，基础设施绝非

中立的背景，它以其内在的标准、塑造和规训

了在其上发生的一切实践活动。[3] 因而，在“黑

箱化”的基础设施上进行研究，必然催生技术

依赖与实践规训。

AlphaFold 的 案 例 为 此 提 供 了 具 体 的 实

证 依 据。 对 于 多 数 实 验 室 而 言， 独 立 运 行

AlphaFold 的成本是难以承受的，因为其训练

过程动用了相当于 128 个 TPUv3 核心的计算资

源。[4] 这种经济与技术门槛印证了《自然》杂

志的一项调查结论：在超过 1600 名研究人员中，

近 60% 的 AI 使用者将“计算资源的缺乏”列为

阻碍 AI 在科研中应用的主要因素之一。[5]

面对这种结构性的算力不平等，科学家的

研究工作被迫围绕着公共数据库（如 EMBL-
EBI 的 AlphaFold 数 据 库 ）[6] 和 云 端 服 务（ 如

ColabFold）[7] 来构建。这种模式的普及程度惊

人，AlphaFold 的原始论文在短期内被引用数

万次，其数据库也已为超过 50 万的研究人员提

供了服务。[8] 在这种从自主计算到依赖公共服

务的转变中，技术规训的内在机制便显现出来，

即通过剥离研究实践与底层计算工具的直接联

系，平台将科学家规训为技术框架的使用者。

正如计算生物学家帕多（Eduard Pardo）所言：

“我使用过大量 AlphaFold 模型，但从未亲自运

行过该软件。”[9] 他的经历是当下众多科学家

的缩影，他们从数据的生产者转变为验证者和

使用者。这种角色的变化，正是技术依赖对科

学实践进行规训的直接体现。这种福柯 （Michel 
Foucault）意义上的规训并非通过直接的压制

或禁令来运作，而是通过其不可见性被实施。
[10] 一系列看似中立、旨在提升效率的技术安排，

被用来引导个体进行“自我规训”。具体而言，

这种规训权力主要通过以下三种方式运作：

其一是“最佳模版”的规范化引导。算力

基础设施提供商会提供预设的工作模板，如为

机器学习开发者预装好 TensorFlow 或 PyTorch
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框架的Jupyter Notebook环境。这些“最佳模版”

为“如何高效地进行 AI 研究”设定了稳定且规

范的方案，科学家为了确保研究顺利会倾向于

采用这些标准化路径。品奇（Trever Pinch）和

比杰克（Wiebe Bijker）将这种现象称为“结

束机制”（closure），即人们在达成对某一技术

的共识时，便会结束关于该技术的争议，进而

迈入技术的稳定使用阶段。[11] 当云平台承诺某

种方案是“几乎绝对有效”时，这种修辞性的

结束机制就为用户提供了一种较为稳定的技术

路径。但是，这限制了方法论的多样性，使得

科学研究趋于同质化。

其二是 API 接口的技术锁定与路径依赖。

科学家的研究代码、数据处理流程乃至整个

实验工作流，越来越多地围绕着特定平台的

API 和服务来构建。例如，使用 TensorFlow 的

tf.keras API 构建和训练的深度学习模型，其代

码无法直接在 PyTorch 框架中运行。API 的设

计规定了科学家可以如何与计算资源互动，限

定了可用的操作和数据的格式。这种对平台

API 的路径依赖（Path-Dependence），[12] 会产

生“锁定”（vendor lock-in）效应，[13] 使得将

研究项目在不同平台间的迁移成本变得极其高

昂。长此以往，科学家的技术选择和研究路径

就会被固化在特定的平台生态系统之内，其自

主性受到极大限制。

其三是平台的持续性监控。云平台对科学

家的研究活动具有全景敞视式的监控能力。其

生成的计费与用量报告不仅能记录精确到秒的

计算单元使用时间，还能追踪数据存储和网络

传输的流量。尽管这些操作名义上是为了计费、

优化和安全，但客观上形成了持续且不对称的

可见性：科学家的行为对平台是可见的，而平

台的内部运作对科学家却是不可见的。这种监

控状态可能促使科学家进行自我审查。正如福

柯所说：“既不需要有形的暴力，也不需要物质

的约束，仅仅是一种凝视，每一个人在权力的

重力之下将通过内化而成为自身的监工，每一

个人都使用这种监视来对付并反对其自身。”[14]

3. 对科学家的“去技能化”影响

上述技术依赖与规训可能导致特定领域内

科学家群体的“去技能化”（deskilling）。例如，

在 AlphaFold 出现之前，解析蛋白质三维结构

主要依赖 X 射线晶体学、核磁共振等实验技术。
[15] 掌握这些技术需要长期的专业训练，构成了

该领域研究者的核心技能。然而，AlphaFold
使得研究者能够以极高精度直接从氨基酸序列

预测蛋白质结构，从而简化了复杂的实验过程。

这种技术变革带来了双重的“去技能化”

风险。首先，新一代研究者可能过度依赖预测

工具而忽视对传统实验方法原理的学习，在面

对预测模型无法处理的新型蛋白时，可能缺乏

通过实验解决问题的能力。其次，对作为“黑箱”

的预测模型的底层原理理解不足，可能削弱科

学家的反思能力。研究者可能将模型的预测结

果视为不容置疑的事实，却忽略了模型的固有

局限性，从而在后续研究中得出错误结论。这

种技能重心的转移虽在短期内提升了效率，但

长期可能导致该领域在核心实验能力上的空心

化，并抑制了其他科学方法的探索和创新。

总之，科学家在“黑箱”基础设施上的研

究实践，正在催生一种技术依赖关系。这种关

系在提升效率和便利性的同时，也以一种微妙

的方式削弱了科学家的技术自主性和批判性能

力，最终导致科学家与基础设施提供者之间权

力关系的重塑。

二、“围墙花园”：
作为知识产权控制工具的平台生态

与“开放科学”（Open Science）理念不同，

科技巨头正构建相对封闭的技术系统——“围

墙花园”（Walled Garden）。[16]它由专有数据集、

不完全开源的基础模型和特定 API 共同构成，

通过圈占知识来侵蚀科学公共性。这与前一节

的讨论内容共同构成了 AI4S 新权力关系的一体

两面，对算力基础设施的控制是 AI 时代知识权

力的“硬”基础，而对数据、算法模型和由其

产生的知识本身的控制，则构成了其更为精巧

和核心的“软”权力。

1. “围墙花园”的构建：一个行动者网络的

形成
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“围墙花园”是特定行动者精心设计的行

动者网络。根据行动者网络理论（Actor-Network 
Theory, ANT），其构建核心在于关键行动者（如

科技巨头）通过“转译”（translation）过程，

即重新定义问题并提供解决方案，将科学家等

异质性要素的利益与自身目标进行捆绑，从而

将它们“征召”（enroll）进自身主导的网络中。

首 先， 大 型 基 础 模 型 与 API 共 同 构 成

了 这 个 网 络 得 以 建 立 并 扩 张 的“ 必 经 之 点 ”

（Obligatory Passage Point, OPP）。[17]OPP 是指

网络中所有行动者为了实现自身利益都必须通

过的关键节点，如拉图尔研究中的巴斯德实验

室。[18] 以 OpenAI 的 GPT-4 为例，其高昂的训

练成本与卓越性能使其难以被独立复现，这为

其成为 OPP 创造了前提。科技巨头作为“关键

行动者”，将复杂的科学研究“转译”为可通

过 GPT-4 来解决的计算问题。它们向科学家承

诺，研究者无需关心模型的部署与维护，只需

编写几行代码即可将 GPT-4 的强大能力整合进

自己的研究。这种“转译”成功地将科学家的

利益与平台目标捆绑，从而将他们“征召”进

自身网络。例如，对于希望在计算社会科学等

领域利用先进语言模型进行文本分析的科学家

而言，调用 GPT-4 的 API 成了实现其研究目标

的 OPP。一旦进入这个 OPP，科学家的研究实

践便被锁定在平台的预设框架内。

其次，数据集、人才与社区生态，均是“围

墙花园”中的行动者要素。数据是训练 AI 模型

的关键所在。若无法获取相关的专有数据，那

么即使拥有算法架构的研究者，也几乎不可能

独立地复现或训练出同等水平的模型。数据使

得“围墙花园”具有了难以被外部复制的独特

性和优越性，从而增强了对科学家的吸引力和

锁定效应。此外，一个稳固的“围墙花园”不

仅需要“硬”的技术壁垒，还需要“软”的社

区生态。科技巨头通过赞助开源项目、发表顶

会论文、高薪聘请顶尖 AI 人才等方式对整个

AI 研究社群进行“征召”，以构建一个庞大且

活跃的开发者与用户社区。这种策略不仅带来

了强大的网络效应，也极大地增加了离开该生

态系统的成本。

简言之，“围墙花园”的构建是复杂的行

动者网络形成的过程。该网络一旦稳定下来，

便具有强大的动量，既为内部用户提供了前所

未有的便利，也同时构建了高耸的壁垒，将外

部竞争与另类选择区隔开来。

2. 知识公共性的侵蚀和“平台化知识体系”

的形成

然而，这一区隔过程既侵蚀着“开放科学”

所倡导的“数字公地”（Digital Commons）理

想，也改变着科学知识的公共属性。近年来，

尤查·本克勒（Yochai Benkler）对“公地悲剧”

（Tragedy of the Commons）[19]，[20] 中的“公地”

进行了引申，扩展出“数字公地”概念，旨在

说明信息、知识和文化不应被当作私有财产，

而是一种开放共享的同侪合作。[21]

“围墙花园”的构建，实质上是将“数字

公地”转化为具有准入门槛的“知识平台”，

形成“平台化知识体系”。例如，GPT-4 的训练

数据包含了维基百科、学术论文等本属于“数

字公地”的海量文本。然而，如克劳福德（Kate 
Crawford）所言，数据训练是对公共领域的商

业化抓取和隐秘的私有化，AI 正在从公共物品

中提取知识价值。[22]OpenAI 将公共数据中蕴

含的知识、模式和语言规律“封装”进了不公

开的模型权重之中。最终，这些源于公共资源

的知识不再以开放数据的形式存在，而是转化

为一种必须通过付费 API 才能访问的“计算服

务”。

在计算社会科学领域，研究者过去可能需

要自行收集语料、利用开源工具进行文本分析。

现如今，他们为了提升效率和深度，会更多地

向 GPT-4 的 API 提交请求，以期快速获得实体

抽取、情感计算或文本分类的结果。[23] 这种模

式所带来的影响已超越了个体层面的“去技能

化”，演变为对知识获取路径的限制与垄断：研

究离不开高性能计算资源、数据管理能力以及

相关技术的支持，这些对应持续的订阅服务而

非免费可用的公共资源；研究越发依赖于商业

公司提供的封闭软件的模式；研究成果的可复

现性也因模型的“黑箱化”而受到挑战。[23]

另一方面，“平台化”的逻辑也体现在对
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开源算法的利用上。科技巨头凭借数据和算力

优势能够将开源社区的算法创意进行实现和优

化，训练出小型组织无法复现的超级模型。这

意味着科技巨头通过捆绑开源算法与私有数据

及算力，实现了对开源创新的“私有化”。其

他研究者虽然可接触到开源的算法原理，但却

无法接触到使其发挥最大效能的完整基础设

施。这是一种通过控制技术生态系统来实现优

势地位的新策略，它巧妙地利用了开放性却最

终导向了事实上的中心化。

以 Google 在自然语言处理领域的发展路径

为例。2018 年，Google 开源的 BERT 模型极大

地推动了整个 NLP 社区的技术进步。然而，尽

管 BERT 模型本身是开放的，但要在其基础上

进行更大规模的预训练，仍需 Google 级别的计

算资源。随后，Google 通过其云平台持续推出

更强大但不再完全开源的 PaLM 模型。这样一

来，Google 便将开源的技术突破转化为闭源的

商业服务。外界虽然可以从开源的 BERT 中受

益，但若要寻求最前沿的性能，最终还是会被

引导回 Google 的付费平台生态之中，从而完成

了从开放共享到平台锁定的闭环。

综上，“围墙花园”是 AI 时代下新型知识

权力的一种核心体现。它通过整合数据、模型

与算力，并以“知识即服务”的模式运作，既

对原始数据资源实现了垄断，也在数字服务中

为主体创造了一种永久性依赖，从而形成了迪

朗（Cédric Durand）所说的“平台领地化”。[24]

这种“软”权力与前文的“硬”权力协同作用，

共同重塑着科学的自主性、公共性与共同体规

范。

三、新权力形态对科学核心价值的冲击

1. 科学自主性的双重侵蚀

波兰尼（Michael Polanyi）曾说：“由个体

创造性活动之间的自发协调形成的科学研究确

保了科学进程中最高效的组织形式，任何以指

导科学家工作为职责的中心权威都将令科学进

程陷人停顿。”[25] 其意在表明，科学共同体能

够基于其领域内的知识积累、学术好奇心以及

同行评议来决定研究的方向和重点。这种由科

学家社群进行自我治理的理想体现出科学活动

的自主性，是保障科学长期发展和知识客观性

的重要条件。然而，AI 时代的新型知识权力从

微观实践和宏观议程两个层面侵蚀着科学自主

性。

在微观实践层面，是对科学家技术自主

性的规训。平台通过设定“最佳模版”、提供

标准化的工作流以及设计特定 API 接口等一系

列“温和”的技术手段引导和规范着科学家的

研究行为和方法论选择。因而，科学家的身份

逐渐转变为在平台预设框架内进行操作的“用

户”。这种对研究自主性的削弱使得科学家的

探索路径在无形中受到了外部技术逻辑的塑

造。

在宏观议程层面，是对科学研究方向的商

业化引导。平台会优先开发和推广那些具有巨

大市场应用前景的功能和服务。当科学研究深

度依赖于商业平台时，其研究议程便可能受到

外部商业力量的引导。研究方向可能越来越偏

向于那些具有短期应用价值、能够快速变现或

符合平台技术优势的领域，而那些对人类认知

至关重要但短期内难以商业化的基础科学和公

共利益研究，则可能面临被边缘化的风险。

这种从微观实践到宏观议程的双重挑战，

正在危及波兰尼的“科学共和国”理想。科学

的进步很难再由科学家社群基于其内在的求真

冲动和同行之间的相互协调来实现，取而代之

的是来自外部的技术、商业与政治的多重渗透。

2. 知识公共性的危机

在“开放科学”的理想中，科学知识的公

众可及性以及科学数据的公共性始终处于核心

地位。[26] 这是科学知识能够被广泛传播、累积

和再创造，从而最大限度地促进人类福祉的基

础。然而，AI 时代的新型知识权力正在削弱科

学知识的公共属性。

一方面，算力基础设施设立了经济和技术

壁垒。高昂的云计算费用和对特定平台的依赖

使得知识生产不再是任何人都可以平等参与的

游戏。只有资金雄厚的大学和机构才能负担得

起持续使用 AI 平台的昂贵费用，经费有限的中
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小型机构或独立研究者可能因无法获得同等的

认知工具而在科研竞争中处于不利地位。这会

导致优势资源向少数顶尖机构集中，其他认知

主体的创新活力被压制。这种不平等在全球尺

度上表现得更为严峻，例如全球南方国家的研

究者本就在数据、算力和人才方面处于劣势，

付费墙和技术壁垒更使其难以接触到前沿的 AI
能力，从而被锁定在全球知识生产的边缘位置。

另一方面，“围墙花园”的运作逻辑是对“数

字公地”的技术性圈护。在理想状态下，由公

共资金支持产生的基础科学知识应被视为全人

类共享的财富，其成果应尽可能地向社会开放

以促进公共福祉。然而，“围墙花园”通过将

关键的知识和技术能力转化为具有排他性的、

需要付费才能访问的商业服务，正在削弱科学

的这种公共属性。重要的科学发现和能够改变

世界的技术能力可能被越来越多地锁定在少数

公司之上，公众、非营利组织以及无法付费的

研究者和开发者将难以触及。

3. 科学规范面临的挑战

新型知识权力正在从内部挑战以默顿规范

（Mertonian Norms）为代表的科学规范。

其一是对“普遍主义”（Universalism）的

挑 战。 默 顿（Robert Merton） 认 为：“ 普 遍 主

义直接表现在这样一种信条中，真理的主张，

不论其来源如何，都必须服从于预先确立的

客观标准：与观察和先前证实的知识相一致。”

（[27]，p.270）在普遍主义原则下，种族、国籍、

宗教、阶级和个人品质等个人或社会属性并不

能作为认知主体进行科学研究或成果审查的影

响因素。然而，算力基础设施所建立的技术和

经济壁垒以及算法模型中内嵌的各种偏见，正

在破坏默顿理想中的普遍主义。研究者的出身

和其所在机构的财力正影响着他们参与前沿科

学探索的机会和其研究成果被“看见”的可能

性。

其二是对“公有主义”（Communism）的

挑战。在公有主义的原则下，科学发现实质上

是社会合作的产物，科学成果也应由社区共享，

非个别发现者的私有财产。（[27]，p.273）然而，

“围墙花园”以其对知识的“服务化”和产权

化控制直接与这一规范背道而驰。知识不再是

公有的财富，而是平台的专有资产。

其三是对“无私利性”（Disinterestedness）

的挑战。在默顿看来，科学所要求的无私包括

对知识的热情，突如其来的好奇心，对人类利

益的无私关怀等。（[27]，p.276）制度性的监

督和同行评议是保障这种规范的重要机制。然

而，当科学研究日益依赖于以盈利为首要目标

的商业平台时，研究的议程、方法的选择、甚

至结果的呈现都可能受到商业逻辑的左右。此

时，科学家可能为了满足平台的商业要求，而

放弃对真知的无畏追求。

其四是对“有组织的怀疑主义”（Organized 
Skepticism）的挑战。“有组织的怀疑主义”要

求科学家能够根据经验和逻辑标准将判断暂时

悬置并对信念进行审查。（[27]，p.277）但这

建立在研究进程的透明可见和科学家对工具的

可控前提下。现如今，依赖算力基础设施和

AI“黑箱”的科学家既不能理解 AI 模型的内部

运作逻辑，也无力对基础设施的运作进行干预，

因而对科学成果进行审查是非常困难的，从而

削弱了怀疑精神的实践基础。

余论：重构科学知识公共性的可能路径

AI 基础设施极大地加速了知识发现，但其

日益增长的集中化和商业化趋势正从根本上冲

击科学的核心价值。应对 AI4S 带来的挑战，仅

依赖科学共同体内部的自律或市场力量的自我

调节是远远不够的，我们必须进行系统的治理

创新，在这种新的权力格局中寻求制衡，并积

极地重构科学的公共性。

第一，建立公平普惠的公共科研基础设

施治理机制。为应对“算力霸权”，政府和公

共基金应主导建设国家级开放算力平台，并确

保其资源分配的公平性。具体而言，可以在国

家级计算中心的资源分配框架中设立专门的资

助通道，这一通道的资源可独立于支持大型

成熟项目的评审体系，专门面向中小型研究机

构、青年学者以及高风险、高回报的基础研

究项目，打破当前资源向优势单位集中的局
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面。同时，可以借鉴欧洲欧洲先进计算合作

伙 伴（Partnership for Advanced Computing in 
Europe, PACE）等项目的经验，通过透明的同

行评议机制来分配计算资源，确保分配决策基

于科学价值而非商业潜力或机构声望。[28]

第二，实施兼顾创新与公共利益的基础

模型监管框架。为遏制“围墙花园”对知识公

共性的侵蚀，需要制定强有力的公共政策与法

规。这方面，可以借鉴欧盟《人工智能法案》

（Artificial Intelligence Act, AI Act） 的 监 管 思

路，建立分级监管体系。[29] 对于那些在科学

研究中具有重大影响的大型基础模型，应强制

其提供更高的透明度，例如发布详尽的“模型

卡”（Model Cards）[30] 和“数据表”（Datasheets 
for Datasets），[31] 清晰披露其训练数据构成、

内在偏见和能力边界。此外，还可参考《数字

服务法》（Digital Services Act, DSA）中赋予研

究者数据访问权的条款，要求大型 AI 平台向经

过审查的、以公共利益为目的的科研人员开放

必要的接口和数据，以便对这些系统的社会影

响进行独立研究。[32]此外，对开源模型而言，“开

源”并不意味着完全透明，应资助独立的第三

方机构对主流开源模型进行持续审计，确保其

在科学研究中的应用是负责任的。

第三，资助与培育真正开放的科研生态。

商业公司的开源实践往往具有复杂的动机。英

国皇家学会的报告指出，私营部门拥抱开源

通常是出于“速度和成本效益”的考量，并

且这些开源项目也面临着“缺乏支持、安全风

险和兼容性”等显著局限。（[33]，p.75）因

此，开放的科研生态不能依靠商业公司来实

现，而必须由公共部门积极资助和培育非营利

的、由学界主导的替代性方案。例如，支持像

BigScience 研究工作坊开发的 BLOOM 模型那

样的开源项目，不仅开放代码，更共享开发过

程和治理经验。[34] 通过为这类真正致力于构建

“数字公地”的项目提供持续的算力、数据和

资金支持，才能从根本上构建一个能够与商业

化平台生态相抗衡的、充满活力的公共科研领

域。

综上所述，重构算法时代的科学公共性，

是一项需要公共政策、法律框架和社群行动协

同推进的系统工程。唯有如此，我们才能确保

AI 这一强大工具最终服务于科学知识的开放共

享与全人类的共同福祉。
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